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1. Introduction

Software development is often plagued with unanticipated problems which cause projects to miss
deadlines, exceed budgets, or deliver less than satisfactory products. While these problems cannot be
eliminated totally, some of them can be controlled better by taking appropriate preventive action. Risk
management is an area of project management that deals with these threats before they occur.
Organizations may be able to avoid a large number of problems if they use systematic risk management
procedures and techniques early in projects.

Several risk management approaches have been introduced during the past decade [1-5] and while some
organizations, especially in the U.S. defense sector [1,6], have defined their own risk management
approaches, most organizations do not manage their risks explicitly and systematically [7]. Risk
management based on intuition and individual initiative alone is seldom effective and rarely consistent.

When risk management methods are used, they are often simplistic and users have little confidence in
the results of their risk analysis results. We believe that the following factors contribute to the low usage
of risk management methods in practice:

• Risk is an abstract and fuzzy concept and users lack the necessary tools to define risk more
accurately for deeper analysis.

• Many current risk management methods are based on quantification of risks for analysis and
users are rarely able to provide accurate enough estimates for probability and loss for the
analysis results to be reliable. On the other hand, the table based approaches are often biased and
too coarse for risk prioritization.

• Risks have different implications to different stakeholders. Few existing methods provide
support for dealing with these different stakeholders and their expectations.

• Each risk may affect a project in more than one way. Most existing risk management approaches
focus on cost, schedule or quality risks, yet their combinations or even other characteristics (such
as future maintenance effort or company reputation) may be important factors that influence the
real decision making process.

• Many current risk management methods are perceived as complex or too costly to use. A risk
management method should be easy to use and require a limited amount of time to produce
results, otherwise it will not be used.

Given the increasing interest in risk management in the industry, we believe that for risk management
methods to be applied more widely, they will need to address the above issues. Furthermore, risk
management methods should also provide comprehensive support for risk management in projects, they
should provide practical guidelines for application, they should support communications between
participants, and they should be credible.



The Riskit method was developed to address the issues listed previously. Its main characteristics can
be described by the following principles.

(1) The Riskit method provides precise and unambiguous definitions for risks.

The common definition of risks, either by dictionaries or every day usage, associate several different
meanings to risk. It can refer to a possibility of loss [8], the actual loss that would result if the risk occurs
[8], a factor or element that is associated with a threat [8], or a person that contributes to the possibility of
loss [9]. The dictionary definitions for risk are so broad that it is fair to define risk as anything that is
related to the possibility of loss. Clearly, there is some value in having such a broad and encompassing
concept to facilitate initial discussion about risk. However, we believe that this wide range of meanings
associated to the word “risk” can also prevent adequate precision in more detailed analysis or risks
unless this ambiguity is explicitly addressed and removed.

The Riskit method contains means to define risks more precisely and formally. When we use the term
risk on its own, we are using it in its general meaning: risk is defined as a possibility of loss, the loss
itself, or any characteristic, object or action that is associated with that possibility. As in most risk
management approaches, we consider probability and loss the two main attributes of risk. However, our
approach explicitly recognizes that the definition of loss depends on expectations, which in turn depend
on stakeholders of the project. A loss is defined as an outcome that falls short of what was expected. As
different stakeholders value outcomes differently, stakeholders influence the definition of loss in a
project. This view is visualized in Figure 1.
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Figure 1: Definition of risk in the Riskit method



 (2) The Riskit method results in explicit definition of objectives, constraints and other drivers that
influence the project.

As we pointed out in  Figure 1, risk is a relative concept; its definition depends on expectations that
are associated with a situation. In order to analyze risks, it is necessary to formalize the expectations as
well as possible. When expectations are recognized and defined, we refer to them as goals. While some
goals cannot be stated precisely, at least they should be identified and documented as well as the
information available allows. The Riskit method contains an explicit step and supporting templates to
assist in the goal definition.

(3) The Riskit method is aimed at modeling and documenting risks qualitatively.

The Riskit method provides conceptual and graphical tools to model different aspects of risks
qualitatively, instead of requiring quantitative estimation of risk probability and impact to take place
early in the project. Given the difficulty of these estimations – and the often ambiguous interpretations
of risks – the margins of error in risk quantification are easily high. By emphasizing the qualitative
understanding of risks, there is a better basis for understanding and communicating about risk.

(4) The Riskit method can use both ratio and ordinal scale risk ranking information to prioritize risks
reliably.

The estimation problem has been reduced in the Riskit approach. Instead of forcing the quantification
of risks using ratio scale metrics – often an unrealistic goal – the Riskit method only attempts to
accomplish the necessary quantification of risks for risk management to take place. For risk
management purposes it may be enough to identify the biggest risks and propose action to control them,
while the exact values of probability and loss may not be needed. The selection of the type of metrics to
be used in risk analysis should be based on the objectives of the analysis and the availability of data
about risks.

(5) The Riskit method uses the concept of utility loss to rank the loss associated with risk.

Many current risk management approaches are based ranking of risks based on the loss they cause to
some specific attributes of the project, such as cost, time delay, or quality metrics. Often a single metric
is used. This can be detrimental for two reasons. First, the use of a single metric, or a small number of
metrics, can create strong bias away from secondary, yet influential goals that should be considered.
Second, research in economics and management science has strongly indicated that decision are made
based on the changes in the expected utility (or utility loss) of alternatives. As the utility functions of
stakeholders are likely to be non-linear, use of direct loss metrics can lead to wrong estimates and
rankings of the risks. Therefore, the Riskit method uses the concept of utility loss to compare and rank
losses of risks.

(6) Different stakeholder perspectives are explicitly modeled in the Riskit method.

All projects have more than one stakeholder that is interested in its results. They may have different
priorities and levels of expectations. Risk management should be based on the recognition of these
stakeholder expectations and priorities. Traditional, direct project metric based approaches cannot easily
support the comparison of different stakeholder views and few risk management approaches attempt to
address the issue. The Riskit method supports stakeholder views by documenting their expectations
explicitly and evaluating the utility loss for each separately.



(7) The Riskit method has an operational definition and training support.

The Riskit method has an operational definition so that it can be applied easily and consistently. This,
in fact, is the main contribution of this paper, this paper presents an operational definition of the Riskit
process. There is also a Riskit tutorial available and an application guideline paper is being written.

We suggest that by adhering to the principles described above the Riskit method is a comprehensive,
operational, theoretically sound and practical method for software risk management.

1. Decomposing Risk: The Riskit Analysis Graph

The Riskit analysis graph is a graphical formalism that is used to define the different aspects of risk
more formally. The Riskit analysis graph can be seen both as a conceptual template for defining risks, as
well as a well-defined graphical modeling formalism. In both cases, it can be used as a communication
tool during risk management. The Riskit analysis graph has been developed based on the ideas presented
by Rowe [10,11], but we have evolved Rowe’s notion of risk estimation steps into a well-defined, extended
graphical formalism. In the following we will introduce the Riskit analysis graph first by a conceptual
definition of its underlying elements, then by an operational definition of the graphical formalism that is
used in practice to represent the underlying, conceptual model.

The underlying conceptual model – or meta-model – of the Riskit Analysis Graph components is
presented in Figure␣ 2, using the UML notation [12]. This meta-model represents the underlying,
conceptual elements and their relationships. Each rectangle in the graph represents a risk element and
each arrow describes the possible relationship between risk elements. The relationship arrow is read in
the direction of the arrow. For example, the relationship between “risk factor” and “risk event” in
Figure␣ 2 should be read as “[a] risk factor influences [the] probability of [a] risk event”.
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Figure 2: A conceptual view of the elements in the Riskit analysis graph

A risk factor is a characteristic that affects the probability of a negative event (i.e., risk event)
occurring. A risk factor describes the characteristics of an environment. Consequently, in the Riskit
analysis graph a risk factor does not have probability associated with it, it describes a relevant
environment characteristic as it is or will be1 . Examples of risk factors are listed in  Table␣ 1. Risk factors
that are documented typically increase the probability of risks events occurring, but they may also
reduce them, i.e., they are success factors for a project (e.g., “the development team recently developed
a similar application”).



Risk Element Software Engineering Examples General Examples

Risk factor • inexperience of personnel • a high cholesterol diet
• use of new methods • living near a fault line of earth’s plates
• use of new tools (e.g., San Francisco)
• unstable requirements2 • slippery driving conditions (rain, snow)

Risk event • a system crashes • a doctor’s diagnosis of a patients heart problem
• a key person quits • an earthquake
• extra time spent on learning a method • a car accident
• a major requirements change

Risk outcome • system out of operation • a diagnosed heart disease exists
• personnel and competence shortage • some buildings and roads destroyed
• work behind schedule • a crash scene: untreated personal injuries,
• new work required damaged vehicles

Risk reaction • system operational after delay, • treatment of heart problem
back up data restored • reconstruction of roads and building

• recruiting process initiated, staff reassigned • treatment of injuries, purchase new car

Risk effect • added cost $50K • hospital stay, cost of medical care
• two-month calendar delay • cost and inconvenience of reconstruction,
• some functionality lost  loss of human life, medical expenses
• reputation as a reliable vendor damaged • medical costs, permanent injury effects,

raised insurance premiums

Utility loss • The perceived harm experienced by a stakeholder,• The net effect of pain, lost time and expenses
(e.g., the board of directors, CEO, or personnel)  as felt by individuals

Table␣ 1: Examples of risk elements

The purpose of risk factors is not to document all possible characteristics that may influence a risk
event as there may be an infinite number of such factors. Instead, a risk factor should document main
assumptions of project environment and, especially, characteristics that are different from the assumed,
“normal” situation. This interpretation of risk factors enables explicit documentation of main
assumptions and deviations from these assumptions.

A risk event represents an occurrence of a negative incident – or a discovery of information that
reveals negative circumstances. Risk event is a stochastic phenomenon, i.e., it is not known for certain
whether it will happen or not. This uncertainty can be characterized by a probability estimate associated
to the risk event. Examples of risk events are listed in  Table 1. Each risk event can be influenced by
many risk factors but a risk event does not have to have a risk factor associated with it. A risk event can
also influence the probabilities of other events or even influence risk factors.

The next element in Figure 2 is called risk outcome. It represents the situation in a project after the
risk event has occurred but before any corrective action is taken to reduce the effects of a risk event.
Examples of outcomes are listed in Table 1. The purpose of the concept of risk outcome is to document
the immediate results and situation after the risk occurs. Based on the risk outcome description, different
reactions can sometimes be considered more objectively and creatively than directly from a risk event.

When a risk event occurs, the resulting risk outcome is rarely accepted as such. Instead, organizations
react to the situation to reduce the negative impact of the risk event. These corrective reactions3  are an
important part of understanding what is the overall impact of the risk event to the project domain. Thus,
each risk outcome is associated with one or more risk reactions: a risk reaction describes a possible
action that can be taken as a response to risk event and resulting risk outcome. If only one risk reaction
is described, it is deterministic: it will be taken if the event occurs. If more than one reaction is
described, they represent alternative lines of actions. Risk reactions can influence the probabilities of
risk events. If the influence is stochastic, they have a similar relationship as a risk factor has to a risk
event: they change the probability of an event. Examples of risk reactions are also listed in  Table 1.



The risk effect set represents the final impact of a risk event to the project. In other words, it
documents what characteristics of the project were effected, taking into account the impact of reactions.
Effects are described through the explicitly stated goals for the project. Examples of different effects on
goals are listed in Table␣ 1.

While the risk effect represents the impact the risk had on each project goal, the concept of utility loss
captures how severe the overall impact of effects is. The concept of utility loss is based on the utility
theory4 , a concept widely used in economics and decision theory 

[13,14]
. The use of utility theory allows

the simultaneous consideration of multiple criteria and consideration of several stakeholders.
Furthermore, it is likely to result in more realistic evaluation of the losses as the utility functions of
stakeholders are generally believed to be non-linear 

[15,16]
 and there may be points of discontinuity in

them. We have sometimes used the term “pain” as a synonym for utility loss as the concept of utility
may appear too theoretical for practitioners.

The multiplicity (i.e., cardinality) information about risk element associations is included in Figure␣ 2,
using the UML class diagram notation and syntax5 . A symbol in the beginning of an arrow indicates
how many outgoing associations are allowed or required. Correspondingly, a symbol at the end of the
association arrow indicates how many associations can be linked to an element.

3. The Riskit Process

Riskit is a comprehensive risk management method that is based on sound theoretical principles and
thus it avoids many of the limitations and problems that are common to many other risk management
approaches. As the Riskit method has been extensively presented in other
publications [17,18,18,18,19,19,19,19,20,20,20,20,21,21,21,21], we present here only the highlights and main principles of
the method.

The Riskit method has a comprehensive process definition that supports risk management activities
throughout the project. The Riskit process is similar to many other risk management process descriptions
and the Riskit process definition is not a novel aspect of the method. However, as a whole the Riskit
process definition has the following characteristics not always found in risk management approaches:

• Full operational definition of the process as well as guidelines for using the associated
techniques.

• A specific step where the risk management mandate is defined, i.e., the scope, focus,
authority and procedures of risk management are defined.

• A specific step for identifying and defining the goals for the project, including means to
keep goal descriptions up-to-date.

The Riskit process overview is presented in Figure 3 as a dataflow diagram. The main processes are
also described in Table 2. More detailed process description is available in a separate report [20].

4. Conclusions

We have conducted several case studies for evaluating the Riskit method [17,19,21]. In particular,
Daimler-Benz and Nokia Telecommunications are actively using and developing the method further.

We welcome all feedback and comments on the method and we recommend that method users
contact Riskit method developers so that practical feedback from method use can be used to improve the
method itself.



Figure 3: The Riskit management cycle
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Riskit Step Description Output

Risk Management Define the scope and frequency of risk management. Risk management mandate:
Recognize all relevant stakeholders why, what, when, who, how, and for whom

Goal review Review the stated goals for the project, refine them Explicit goal definitions
and define implicit goals and constraints explicitly.
Analyze stakeholders’ associations with the goals.

Risk identification Identify potential threats to the project using multiple A list of “raw” risks.
approaches.

Risk analysis Classify and consolidate risks. Completed Riskit analysis graphs for all
Complete risk scenarios for main risk events. analyzed risks.
Estimate risk effects for all risk scenarios. Ranked risk scenarios.
Estimate probabilities and utility losses of risk scenarios.

Risk contol Select the most important risks for risk control planning. Selected risk controlling actions.
planning Propose risk controlling actions for most important risks.

Select the risk controlling actions to be implemented.

Risk contol Implement the risk controlling actions. Reduced risks.

Risk monitoring Monitor the risk situation. Risk status information.

Table␣ 2: Overview of outputs and exit criteria of the Riskit process
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Footnotes
1 In practice it is possible that some risk factors are probabilistic, i.e., it is not known whether they are true for the environment or not.

For instance, if new people are recruited for a project, it may be possible that a factor called “inexperienced personnel” becomes true.
Such a situation is modeled by defining a risk event that influences a risk factor, i.e., risk event would be called “recruiting results in
inexperienced personnel” and it would have a relationship to a factor called “inexperienced personnel”.

2 Note that this is different from “a change in requirements”, which would be a risk event. When defined as a factor, “unstable
requirements” refers to the characteristics of the situation.

3 Note that we use the term “reaction” to action that is taken after the risk event occurs, as opposed to “risk controlling actions” that are
taken before risk events occur.

4 The utility theory states that people make relative comparisons between alternatives based on the utility (or utility loss) that they
cause. The utility is the level of satisfaction, pleasure or joy that a person feels or expects.

5 The multiplicity symbols are interpreted as follows:

1 Exactly one association leaves or enters the class.
* Any number of associations leave or enter the class
1..* At least one association leaves or enters the class.


